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AND PHYSICAL ACTIVITY  

 
A White Paper 

Abstract 
This paper presents the design and development of three specialized AI-based functionalities that 
are part of the backend of the PROTEIN mobile application and aim to facilitate the development 
of personalized nutrition and physical activity plans, as well as the recognition of food categories 
and meal ingredients and the estimation of a user’s eating rate. These functionalities are 
considered essential for users to be guided towards personalized and healthy diet and lifestyle. 

Introduction / Background 
Food is of utmost importance to human physical and mental health as it does not only provide the 
necessary energy for the functioning of the human body, but it is also a vehicle that promotes joy, 
friendship and social intercourse. However, not all types of food are equally beneficial to the 
overall health, as their accompanying nutrients are processed differently by the human body. 
Thus, maintaining a well-balanced and healthy diet is crucial for the health and nutrition of 
humans, especially now that food globalization, lifestyle changes, economic, and socio-cultural 
factors pose significant challenges to the adherence of people to healthy diets [1]. This is why food 
intake monitoring systems can provide substantial benefits to their users by suggesting ways to 
adapt to and maintain a healthy diet. However, to keep users engaged to a healthy diet and to 
achieve optimized results and benefits, personalized nutrition is the key to success. 

Food recommender systems are often categorized based on the method used to recommend 
healthy diets to content-based (CB), collaborative filtering-based (CF) and hybrid approaches [2, 
3, 4]. Content-based approaches rely on users’ individual tastes, activities and profile to tailor 
recommendations through the collection of user scores who rate their preference on specific 
foods or recipes [5, 6]. On the other hand, collaborative filtering-based approaches attempt to find 
similarities between user profiles and as a result they make recommendations that would be 
appropriate for similar users [5, 7]. Finally, hybrid approaches combine CB and CF techniques 
based on the notion that balancing user preferences and nutritional needs is the optimal strategy 
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[8, 9]. Such techniques employ dietary constraints based on the users’ health and nutritional 
expectations, which are then combined with the user preferences to identify optimal meals.  

Food intake identification plays an important role in the development of automated nutrition 
recommender systems, as traditional approaches for food intake monitoring, such as 
questionnaires, are effective only up to a certain point. Although food intake assessment is not 
such a demanding task when dealing with packaged food products since the nutritional content is 
usually provided by the manufacturers, it can be really challenging in the case of meals prepared 
at home or restaurants. In this case, food images can be employed to achieve up to a certain 
degree food identification, considering the existence of related publicly available databases [10, 
11] and well documented deep-learning-based approaches [12, 13]. 

On the other hand, eating rate analysis is very important in personalized nutrition studies since 
eating behavior can be correlated with obesity and eating disorders [14]. Eating behavior is usually 
estimated through self-reporting measures, despite their limitations in reliability, based on ease 
of collection and analysis [15]. A better and widely used alternative is the objective analysis of 
eating during meals based on human annotations of in-meal behavioral events (e.g., bites). 
However, this methodology is time-consuming and often affected by human error, limiting its 
scalability and cost-effectiveness for large-scale research [16]. Thus, it is imperative to research 
new methodologies for the automatic estimation of eating-related events.  

Proposed Solution(s) 

A. Food and Activity Recommender System (FARS) 

This system is responsible for generating and recommending personalized nutrition and 
physical activity (NAP) plans to PROTEIN users. It makes recommendations by combining 
two different layers of personalization: a) dietary rules defined by nutrition experts and b) 
user preferences. An overview of the NAP generation process is shown in Figure 1. 

 
Figure 1: NAP generation process 

Initially, a knowledge-based expert system, called Reasoning-based decision support 
system (RDSS) is employed to propose appropriate meals and physical activities through 
logical reasoning over experts’ knowledge, user profiles and the available meal options 
stored in a database. At its core, RDSS is comprised of a powerful fuzzy inferencing engine 
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that allows for semantic matchmaking of candidate meal options against user information 
(i.e., medical conditions, user-declared food preferences, sensor measurements, etc.) and 
expert’s knowledge on the nutritional content of foods, food restrictions and specific 
nutritional needs relevant to particular user conditions. 

Then, candidate daily NAPs are generated by taking into account the list of appropriate 
meals and physical activities returned from the RDSS system, as well as the personalized 
nutritional and physical activity requirements and goals of the PROTEIN users in terms of 
micronutrients, macronutrients and energy intake formulated based on the experts’ 
knowledge and the user profiles. The daily NAPs are generated by randomly placing and 
combining meal options for the different meals of the day (i.e., breakfast, morning snack, 
lunch, afternoon snack, dinner and supper), as well as for morning and afternoon physical 
exercises. 

The generated daily NAPs are then ordered based on the user preferences to form weekly 
NAPs, relying on the notion that plans desired by users are more easily to be followed and 
adopted. Finally, a set of rules are employed to add variety to the generated NAPs by 
removing repetitive meal options and repetitive sequences of meals in weekly NAPs. In this 
way, the proposed FARS system is capable of recommending nutritional and physical 
activity plans tailored to the medical conditions and dietary needs of users, while also 
providing meal options that are both desirable and of large variety so that users are more 
inclined to follow and maintain to improve their health and well-being. 

FARS was integrated with the mobile application and deployed in the PROTEIN cloud, 
allowing the generation of NAPs to be made on the PROTEIN server, while frontend and 
backend services to depict the personalized NAPs and other important information and 
allow users to state preferences being readily available in the PROTEIN mobile application. 
Indicative snapshots of generated NAPs for PROTEIN users are presented in Figure 2. 

 
Figure 2: Snapshots of NAPs generated by the proposed FARS system. 
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B. Food category recognition algorithm 

Leveraging the growing and popular habit of smartphone users taking pictures of their 
meals, a novel algorithm for the identification of food categories and ingredients from 
single images was developed and integrated in the PROTEIN mobile application as a 
backend service with a frontend screen [17]. To overcome the need for annotation of new 
images every time it is required to expand the recognition capability of the model to new 
food categories, the proposed zero-shot category recognition method (shown in Figure 3) 
based on transfer learning was proposed.  

More specifically, a deep network, pre-trained on Recipe1M [18] dataset is employed to 
transform the input image to the associated ingredients (~1,000 different options) (1). 
Afterwards, each recognized ingredient is transformed to a word-vector using the 
word2vec algorithm [19, 20], which is a neural network that aims to learn word 
associations in order to detect synonymous words or suggest additional words for forming 
a partial sentence (2). In the case of food identification, the word2vec transformation 
allows for exploitation of the semantic relationship between the ingredients recognized in 
the first step, which serve as input to a new neural network (3) that infers the word vector 
of the food class (4). The neural network is pre-trained on the Recipe1M ingredient vectors 
(input) and corresponding food categories vectors (label), obtained using the word2vec 
algorithm. Finally, the output food class vector is passed through the word2vec and Annoy1 
library that yield its nearest neighbors, i.e., the most relevant food categories (5). 

 
Figure 3: The proposed methodology for zero-shot food category recognition based on the word2vec algorithm. 

 
1 https://radimrehurek.com/gensim/auto_examples/tutorials/run_annoy.html 
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The proposed food category recognition algorithm runs on 
the PROTEIN mobile application and receives as input an 
image either from the user’s photo library or from the 
phone’s camera directly. The output is a list of predicted 
food categories, ranked by their confidence score. An 
indicative snapshot of an output of the module running on 
the PROTEIN application can be seen in Figure 4. 

C. Eating rate analysis algorithm 

To accurately estimate a user’s eating rate in an unobtrusive 
way (i.e., without employing wearable sensors that can 
inhibit user’s actions), a novel algorithm that receives as 
input video sequences from the smartphone camera was 
developed and integrated in the PROTEIN mobile 
application as a backend service with a frontend screen [21, 
22]. More specifically, the proposed eating rate analysis 
algorithm is presented in Figure 5 and consists of two main 
components or networks. The first network is a well-known 
skeletal feature extraction network, called OpenPose [23, 24] that is responsible for 
processing the input video and extracting 2D points that correspond to joints of the body 
and face. Then, only a small portion of these joints and more specifically the joints of hands, 
head, neck and mouth are selected as input to a second deep network that is concerned 
with the modelling of their time variations to identify movements that correspond to bite 
instances. From these bite instances, the eating rate is computed as bites performed in a 
time interval of one minute.  

 
Figure 5: Pipeline of the proposed eating rate analysis algorithm. 

In the PROTEIN mobile application, a user can press a button to start and stop a meal video 
recording, while he/she can also see what the camera of his/her smartphone is showing to 
adjust his/her position and distance from the camera so that both hands and face are 
visible during the recording. The proposed bite detection algorithm is executed in near 
real-time on the background by grabbing and processing video frames on the fly, while 
avoiding storing images in the device or uploading them anywhere, thus respecting the 
privacy of the user. Moreover, audio-visual feedback is provided to the user to inform them 
on their eating rate and how far is this eating rate from the normal levels. In the current 

Figure 4: Snapshot of the food 
category recognition algorithm on the 
PROTEIN mobile application. 
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implementation, a normal eating rate of 8 bite instances per minute is considered. Figure 
6 presents a few snapshots of the eating rate analysis algorithm running on the PROTEIN 
mobile application, along with visual feedback regarding the user’s eating rate. A colored 
bar represents the user’s eating rate, with orange color denoting a low eating rate, green 
color denoting a normal eating rate and red color denoting a high eating rate. A high eating 
rate is also accompanied by auditory feedback in the form of a ‘beep’ sound that informs 
the user to reduce his/her eating rate. 

 
Figure 6: Snapshot of the eating rate analysis algorithm in the PROTEIN mobile application. Note: The participant 
shown in the picture provided his consent to appear in this study. 

Future Direction / Long-Term Focus 

Regarding, the FARS system the long-term focus is on its extension towards taking into 
consideration additional nutrients and optimizing its plan selection algorithm. Moreover, the 
replacement of the FARS rule-based components with deep networks will also be investigated. On 
the other hand, regarding the food category recognition algorithm, the future direction involves 
the use of more sophisticated deep network architectures and the exploitation of new large 
publicly available food datasets for training that can lead to significant improvements in the 
accuracy of the algorithm. Finally, regarding the eating rate analysis algorithm, the long-term focus 
is on the use of less computationally demanding deep networks and improved network pruning 
techniques that can significantly improve the speed of the algorithm on mobile devices. 
Additionally, the training of the algorithm with additional data can enhance its accuracy and 
robustness in the task of eating rate analysis. 
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Results / Conclusion 

This white paper presents three specialized AI-based functionalities that are responsible for a) 
providing personalized nutrition and physical activity plans, b) recognizing food categories and 
meal ingredients and c) estimating a user’s eating rate. The FARS system was validated with 3000 
virtual users and its generated plans achieved accuracies of 93.3%, 92.7% and 85.9% in terms of 
energy intake (i.e., calories), macronutrients and micronutrients, respectively, with respect to the 
proposed by the nutritional experts quantities. On the other hand, the food category recognition 
algorithm was tested in Recipe1M food dataset, achieving a state-of-the-art performance of 0.5 
F1-score in ingredient recognition, while the accuracy of the algorithm in the final 38 food 
categories was 84.6%. In a similar fashion, the eating rate analysis algorithm was tested in the 
EBEPA+ dataset [25, 26], consists of 37 videos depicting healthy individuals eating different types 
of meals and 39 videos of individuals suffering from Parkinson’s disease. The results showed the 
ability of the proposed algorithm to robustly recognize bite instances with an F1-score of 0.93, 
while a comparison with manual annotations revealed a total correlation coefficient for the 
number of bites equal to 0.94 and a total correlation coefficient for the meal duration equal to 
0.99. Thus, the proposed algorithm is capable of performing a detailed behavioral analysis of meals 
without any loss of information and fidelity, in a fraction of the time (and effort) that would be 
required if the meal annotation was performed by trained human annotators. These results 
demonstrate the accuracy of the PROTEIN’s AI-based functionalities in their respective tasks and 
their suitability for a system that can analyze users’ dietary behavior to provide personalized and 
healthy nutritional and physical activity plans tailored to the users’ needs and preferences.   
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